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Abstract We explore current variability and future projections of winter Arctic sea ice thickness and
growth using data from climate models and satellite observations. Winter ice thickness in the Community
Earth System Model’s Large Ensemble compares well against thickness estimates from the Pan-Arctic Ice
Ocean Modeling and Assimilation System and CryoSat-2, despite some significant regional differences—for
example, a high thickness bias in Community Earth System Model’s Large Ensemble in the western Arctic.
Differences across the available CryoSat-2 thickness products hinder more robust validation efforts. We
assess the importance of the negative conductive feedback of sea ice growth (thinner ice grows faster) by
regressing October atmosphere/ice/ocean conditions against winter ice growth. Our regressions
demonstrate the importance of a strong negative conductive feedback process in our current climate, which
increases winter growth for thinner initial ice, but indicate that later in the 21st century this negative
feedback is overwhelmed by variations in the fall atmosphere/ocean state.

Plain language summary In this study we explore the thickness and growth of Arctic sea ice
through winter using data from climate models and satellite observations. Winter Arctic sea ice thickness
in a widely used set of climate model simulations compares well against thickness estimates produced from a
climate model constrained by observations and sea ice thickness estimates derived from satellite
observations, although important regional differences are found. Our analysis suggests an increase in the
amount of Arctic sea ice grown in winter through the coming decades, partly due to the fact thinner ice
grows faster than thicker, more insulated, ice. As the Arctic warms rapidly, the strong atmosphere and ocean
forcing dominates over this feedback and is projected to promote declines in sea ice growth.

1. Introduction

Arctic sea ice grows in extent and thickness during fall and winter, while the return of solar radiation and
increases in air temperature promote sea ice melt through spring and summer. Rapid changes in the
Arctic climate system over the last several decades have pushed this seasonal cycle out of balance—sea
ice is melting more than it is growing—causing a well reported decline in total Arctic sea ice volume
(Kwok & Rothrock, 2009; Lindsay & Schweiger, 2015). Myriad processes contribute to sea ice growth and melt,
with arguably more attention given to sea ice melt processes given the more rapid declines observed in sum-
mer, and ongoing debates around the timing of an ice-free Arctic (e.g., Notz & Marotzke, 2012; Notz &
Stroeve, 2016; Perovich et al., 2007; Stroeve et al., 2011; Tsamados et al., 2015). However, recent winters in
the Arctic have featured record high air temperatures and record low sea ice conditions (e.g., Boisvert
et al., 2016; Cullather et al., 2016; Graham et al., 2017; Petty et al., 2018), motivating increased discussion of
winter Arctic sea ice thickness and growth variability (e.g., Ricker, Hendricks, Girard-Ardhuin, et al., 2017;
Stroeve et al., 2018). Reductions in end of winter ice volume can also precondition the ice pack for enhanced
summer ice loss, increasing the potential for new record low summer minima and a possible ice-free Arctic.

Improved assessments of winter Arctic sea ice thickness and growth are also needed due to their importance
to the global climate system. For example, brine rejection during sea ice formation modulates the upper
ocean/mixed layer properties of the Arctic Ocean (AO) and can promote dense water formation, especially
in the more weakly stratified North Atlantic sector of the Arctic (e.g., Polyakov et al., 2017). The state of the
upper ocean is a critical factor determining the biogeochemical balance of the Arctic and sub-Arctic system
(e.g., Carmack et al., 2016).

The recent study of Stroeve et al. (2018) explored winter Arctic ice thickness variability and highlighted the
importance of the negative feedback of sea ice growth—thinner ice grows faster than thicker ice due to
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its decreased insulation. This study also alluded to a possible decline in the strength of this negative feedback
process over recent years. While the physical mechanism underlying this negative thickness feedback is rela-
tively well understood (e.g., Bitz & Roe, 2004), its significance to the overall Arctic sea ice mass balance is still
relatively uncertain. The significance of this feedback process has also likely changed considering the rapid
declines in Arctic sea ice thickness over recent decades, and while future projections in the overall sea ice
mass budgets from climate models have been considered (Holland et al., 2010), the controls on projected
sea ice growth rates have not explicitly been addressed.

In this study we seek to better assess the relative importance of the negative feedback between start of
winter Arctic sea ice thickness and total winter ice growth for recent decades and through the 21st century.

2. Data and Methods

We primarily make use of data from the Community Earth System Model (CESM) Large Ensemble (LE; Kay
et al., 2015). The CESM-LE is based on the fully coupled CESM1.1 (Hurrell et al., 2013), which includes the
Los Alamos sea ice model component CICE v4 (Hunke & Lipscomb, 2010) with some additions: more sophis-
ticated melt pond physics, a new multiple scattering radiation transfer scheme, and aerosol deposition and
cycling in the sea ice (Holland et al., 2012). CESM-LE was established to provide a consistent and accessible
ensemble of model simulations to assess internal climate variability (Kay et al., 2015). The CESM-LE consists
of 40 ensemble members and is forced with historical data from 1920 to 2005 and projected forcings from
2005 onward using the RCP8.5 climate forcing scenario. Here we use monthly data from the 40 ensemble
members from 1980 to 2080. This 100-year period enables us to assess decadal-scale variability in ice growth
and includes temporal overlap with our thickness validation data sets. Arctic sea ice in CESM-LE is broadly
consistent with the mean Arctic sea ice thickness state as inferred from observational estimates from satellite
altimetry (Jahn et al., 2016‘ Labe et al., 2018). We provide further comparisons between CESM-LE and satellite
altimetry-derived thickness/growth estimates in this study usingmultiple satellite-derived thickness products
(described later in this section).

We use the monthly CESM-LE output of ice thickness from the start and end of winter (October and April
respectively), the thermodynamic ice growth from October to April (the mean dynamic ice growth is also
shown later), and snow thickness and ice concentration in October and April to characterize the winter
sea ice state. To assess the strength of the winter atmospheric forcing we use monthly output of air tem-
perature and specific humidity (both at 2-m reference height) and downwelling longwave radiation. To
briefly assess the role of the ocean, we also use the monthly output of sea surface temperature. While
Stroeve et al. (2018) chose November–April as the nominal growth season, we extend this back to
October, as significant parts of the Arctic are expected to be undergoing freezeup during this month
(Markus et al., 2009).

To explore the relationship between the start of winter ice thickness and winter ice growth we correlate the
October to April thermodynamic ice growth (excluding the dynamical ice growth) with the October ice state
(ice thickness, ice concentration, and snow thickness), and atmospheric forcing (air temperature, humidity,
and downwelling longwave radiation). The correlations are calculated using a sliding 10-year window from
all 40 individual ensemble members from 2011 to 2075 to assess current and future projections in these cor-
relations in the CESM-LE. We also correlate the October ice/atmosphere state with the April ice thickness, to
highlight the differences between ice growth and end of winter thickness variability.

We compare the CESM-LE results with thickness estimates obtained from the Pan-Arctic Ice-Ocean Modeling
and Assimilation System (PIOMAS, v2.1; Zhang & Rothrock, 2003). PIOMAS is an ice-ocean model, producing
ice thickness estimates constrained predominantly by the assimilation of sea ice concentration and sea
surface temperature. PIOMAS ice thicknesses estimates show differences on the order of tens of centimeters
compared to satellite-derived estimates, although this depends strongly on the time period and region
analyzed (Schweiger et al., 2011; Zygmuntowska et al., 2014). We use the monthly October and April thick-
ness data from 1980 to 2015.

We also compare the CESM-LE and PIOMAS thickness estimates with thickness data obtained from the
European Space Agency’s CryoSat-2 (CS-2) radar altimeter, which was launched in April 2010 (Wingham
et al., 2006). CS-2 provides estimates of freeboard, the extension of sea ice above sea level, which can be
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converted to ice thickness using assumptions regarding snow depth, the snow and ice density, and
hydrostatic equilibrium. Several international groups currently generate CS-2 thickness estimates, so we
use data from National Aeronautics and Space Administration’s (NASA) Goddard Space Flight Center
(GSFC; Kurtz & Harbeck, 2017), the Center for Polar Observation and Modeling (CPOM; Tilling et al., 2017),
and the Alfred Wegener Institute (AWI; Ricker, Hendricks, Kaleschke, et al., 2017). Differences in the CS-2
thickness data sets are largely driven by differences in the retracking of the radar returns, meaning the
spread between the products represent to some degree the present uncertainty in the observational
record. Note that the AWI thickness product also incorporates thin ice estimates from ESA’s Soil Moisture
and Ocean Salinity mission. To be consistent in our comparisons with CESM-LE, we set all open water or
masked values to zero ice thickness. This was seen to be more consistent for our purposes than the
alternative approach of using an ice thickness threshold (e.g., 10–50 cm, the approach taken by Stroeve
et al., 2018) and allows us to avoid biasing our results based on the changing location of the ice edge (i.e.,
we could calculate an increase in ice thickness if we just removed a large area of thin ice). This should be
considered when we present our Eastern Arctic (EA) and wider AO results, as they can include significant
regions of open water. We do also show the CS-2 results with the raw data masked below 0.5 m, to
highlight its impact on our regional analyses. Also, the GSFC data product only produces thickness
estimates within a central AO domain, due to their more conservative snow depth assumptions. We thus
focus our analyses on three different regions: (i) the central AO, (ii) the Western Arctic (WA, thicker
multiyear ice regime), and (iii) the EA (thinner first-year ice regime) as shown in Figure 1.

Figure 1. Mean (2006–2020) Arctic Sea ice thickness in (top left) October and (top right) April and (bottom left) October–
April sea ice growth from thermodynamics and (bottom right) dynamics in the Community Earth System Model Large
Ensemble simulations. The yellow, black, and blue boxes show the Western Arctic, Eastern Arctic, and Arctic Ocean
domains, respectively.
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3. Winter Sea Ice Thickness Variability

Maps of the start/end winter ice thickness in the CESM-LE for 2006–2020 (Figure 1) show the simulated winter
ice thickness change in CESM-LE and highlight how this is driven by both increases in the thickness of the
pack ice and an expansion of the sea ice edge. Figure 1 also shows the thermodynamic/dynamic contribution
to this thickness change, demonstrating that across most of the Arctic, thermodynamics drive most of the
increase in ice thickness, although dynamics can contribute significantly in some regions. For example, ice
growth in the East Greenland Sea and the Labrador Sea is driven by the southward advection of sea ice into
these regions. Dynamical ice growth shows only a weak contribution to the total ice growth in our three study
regions. Spatial maps of the standard deviation of these terms are given in the supplementary information
(Figure S1 in the supporting information). The recent study of Kwok (2015) attempted to estimate empirically
the contribution of dynamics/thermodynamics to recent Arctic sea ice mass balance variability using a mass
conservation approach; however, this focused more on sea ice melt and convergence through summer, hin-
dering a more direct comparison with this model results.

In Figure 2 we show comparisons of the start (October) and end (April) of winter ice thickness from the CESM-
LE, PIOMAS, and the three CS-2 products (AWI, CPOM, and GSFC) across our three study regions. Note that a
similar comparison between PIOMAS and CESM-LE was included in the recent study of Labe et al. (2018),
focusing mainly on March and September. Here we provide a more detailed regional comparison across
our months of interest, also incorporating the various CS-2 products available over the shorter (2011–2015)
time period.

In general the CESM-LE, PIOMAS, and CS-2 products show reasonable agreement, although this depends on
the region and month of interest, and in some cases the CS-2 product chosen. The CESM-LE October

Figure 2. (left) October and (right) April sea ice thickness averaged across the three study regions given in Figure 1 with the
Community Earth System Model Large Ensemble (ensemble values in gray, ensemble mean in red), Pan-Arctic Ice-Ocean
Modeling and Assimilation System (black line), and CryoSat-2 from Alfred Wegener Institute (blue), Center for Polar
Observation and Modeling (cyan), and National Aeronautics and Space Administration Goddard Space Flight Center
(magenta) including the data masked below 0.5 m (dashed lines and circles). AO: Arctic Ocean, WA: Western Arctic, EA:
Eastern Arctic.
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thickness results in the WA region appear to be biased high compared to
PIOMAS and CS-2 data. The EA and AO October thickness comparisons
show that the PIOMAS thickness estimates are generally consistent with,
but at the lower end of, the CESM-LE ensemble spread. The April thickness
simulated in CESM-LE suggests a similar, albeit less clear, thickness bias in
the WA region compared to PIOMAS and CS-2, but a thickness similar to
and consistent with PIOMAS in the AO and EA regions.

The CS-2 products show weaker agreement in the EA region (product dif-
ferences of ~0.5 to 1 m), due in-part to the challenges associated with cap-
turing thinner first-year ice growth in the marginal Arctic seas. The
difference between using masked data (below 0.5 m) and filling in the
open water/masked data with zero thickness is also high in the EA
October results, with differences of 0.5–1 m from this choice of masking
approach alone. The spring results show less sensitivity to this masking
approach, due to the higher ice concentrations/thicknesses. Much of the
calibration/validation of CS-2 sea ice thickness has also been carried out
over the WA (e.g., NASA’s Operation IceBridge airborne campaigns and
upward looking sonar moorings in the Beaufort Sea), providing a further
possible cause of this stronger disagreement in the less constrained EA
region. These differences make it challenging to use the CS-2 for model
validation, as the choice of observational product can largely determine
the interpretation of consistency between the models and observations,
thus limiting confidence in prescribing a possible model bias compared
to “observations.” In some cases the use of multiple products can be used
to provide some increased confidence in themodeled thickness estimates;
for example, the CPOM/GSFC products show stronger agreement with
PIOMAS and CESM-LE in the April/EA analysis compared to the AWI CS-2
product, which exhibits a clear low bias. The correlation coefficient and
root-mean-square differences between PIOMAS and the three CS-2 pro-
ducts are summarized in Table S1 in the supporting information, while
maps of the winter thickness/change across the three CS-2 products are
given in Figure S2.

Themagnitude of the current interannual variability in winter ice thickness
across CS-2, PIOMAS, and CESM-LE are all broadly consistent, however,

which is encouraging. The recent increase in sea ice thickness from CS-2 in autumn 2013 reported by
Tilling et al. (2015) and Kwok (2015) also appears to be within range of the interannual variability in
autumn/winter ice thickness in the CESM-LE. The PIOMAS results show significant decreasing trends across
all study regions/months over the period 1980–2015. The mean CESM-LE results show similar decreasing
trends to PIOMAS, with the strength and significance of the trend varying based on the time period analyzed.
We decided not to do a more thorough trend analysis in this study to keep the focus on variability in winter
ice growth. The CS-2 period is too short for a trend assessment. We also did not undertake a more detailed
investigation into the biases in ice thickness between CESM-LE, PIOMAS, and CS-2. However, Figure S3 shows
the reference 2-m air temperature from CESM-LE and the NCEP-R1 reanalysis, which is used to force PIOMAS.
In some cases, for example, the April WA results, the thickness bias appears to be related to a clear bias in air
temperatures, although in others, for example, the October WA results, no obvious bias in air temperatures is
observed between CESM-LE and NCEP-R1 related to the thickness biases.

In Figure 3 we show the observed and simulated winter ice growth estimates, calculated as the difference
between the April and October thickness to be consistent with the monthly CS-2 thickness products.
Again, maps of the winter thickness change from the three CS-2 products are shown in Figure S2. The winter
ice growth in CESM-LE is generally consistent with the PIOMAS ice growth, especially within the AO and EA
regions where the PIOMAS results lie clearly within the ensemble spread. The CESM-LE ice growth in the WA
region is consistent with, but lower on average than PIOMAS, which may be due to its higher mean October

Figure 3. Winter (October to April) sea ice thickness change averaged across
our three study regions given in Figure 1 with the Community Earth System
Model Large Ensemble (CESM-LE; ensemble values in gray, ensemble
mean in red), Pan-Arctic Ice-Ocean Modeling and Assimilation System
(PIOMAS; black line), and CryoSat-2 (CS2) from Alfred Wegener Institute
(AWI; blue), Center for Polar Observation and Modeling (CPOM; cyan), and
NASA Goddard Space Flight Center (GSFC; magenta).
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thicknesses limiting the potential winter ice growth. The CS-2 winter growth results show more significant
spread relative to the thickness comparisons. In the WA region, the CPOM/GSFC CS-2 results show a
stronger correspondence with PIOMAS, with these ice growths at the higher end of the CESM ensemble
spread. In the AO and EA regions, the GSFC CS-2 ice growth estimates show a better correspondence with
PIOMAS, which are at the higher end of the CESM-LE ensemble spread, with the CPOM and AWI CS-2 ice
growth estimates similar, but at the low end of the CESM-LE spread. The correlation coefficient and root-
mean-square differences between PIOMAS and the three CS-2 winter growth estimates are summarized in
Table S2, highlighting the relatively low and insignificant correlations between CS-2 and PIOMAS (at the
90% confidence level), but the lower root-mean-square errors between the GSFC CS-2 estimates and
PIOMAS compared to the AWI/CPOM products. The short (4 years) time period prevents a more
detailed comparison.

A significant increase in ice growth is simulated by PIOMAS in the AO and EA regions over the recent
1980–2015 time period (~10 cm/decade in both regions). CESM-LE shows not only a virtually identical
increasing ice trend in these two regions over this time period but also a small but significant increasing trend
in the WA region (~5 cm/decade) based on the mean of the 40 ensemble members. CESM-LE also clearly pro-
jects a future increase in ice growth in this region. This increase in ice growth extends to ~2,030 in the EA
region, ~2,060 in the WA region, and ~2,040 in the AO region. All three regions then show a transition to
decreases in ice growth through to the end of the century.

4. Drivers of Winter Ice Growth Variability

Here we assess the drivers of the internal variability in winter ice growth in the CESM-LE and how this is pro-
jected to change over the coming decades. Our goal is to understand the drivers of interannual winter ice
growth variability—that is, the relative importance of the ice/ocean/atmospheric state—and how we expect
this to change in the future on decadal time-scales. Figure 4 shows the correlations between several October
ice and atmosphere variables simulated in CESM-LE and the winter (October to April) ice growth.

In the early part of the 21st century, the correlations between the October ice state (thickness, snow depth,
and ice concentration) are all strong, significant (>99%), and negative (R<�0.5 across all three regions), sug-
gesting that a higher October ice state (i.e., thicker ice and more snow) is strongly related to reduced winter
ice growth. This is expected from the negative feedback associated with the insulative nature of sea ice and
its overlying snow cover (Bitz & Roe, 2004). Conversely, the correlations between the October atmospheric
conditions (air temperature/humidity and downwelling longwave) and the ocean state (sea surface tempera-
ture) are moderate/strong and positive (R ~0.5 across all three regions), suggesting that warmer
atmosphere/ocean states are related to increases in winter ice growth. A positive relationship between

Figure 4. The correlation coefficient between October ice/atmosphere/ocean conditions in the Community Earth System
Model Large Ensemble (CESM-LE) and the winter (October–April) thermodynamic Arctic ice growth also from CESM-LE.
Ta = 2-m air temperature, Qa = 2-m specific humidity, Fdlw = longwave downwelling, hi = ice thickness, hs = snow depth,
Ai = ice concentration, Ts = sea surface temperature. Each correlation coefficient (R) is calculated using 10 years of data
across the 40 ensemble members. (a–c) The regions are given in Figure 1. The correlations not significant at the 90%
confidence level are shown by the lighter, dotted lines.

10.1029/2018GL079223Geophysical Research Letters

PETTY ET AL. 12,927



atmospheric/oceanic conditions that promote ice melt (i.e., warmer air/ocean temperatures) and increased
ice growth is counter intuitive. Our interpretation instead is that the October atmospheric forcings/ocean
state are strongly coupled with the October ice thickness, which is what more likely drives the winter ice
growth variability.

We recognize the challenge in interpretation correlations between variables that are themselves highly
coupled, but what is arguably more insightful is that the strength of these correlations reduce and eventually
switch in polarity as the simulations progress through the 21st century. This happens first in the EA region,
which shows a transition to a moderate but positive correlation (R ~0.4) between the October ice state
and winter ice growth around 2035, with the AO region transition happening ~ 10 years later, and the WA
region ~20 years later. The atmospheric forcing/ocean state correlations show a virtually identical (but sym-
metric) response. In this transitioned state, thicker October ice is related with higher winter ice growth and a
warmer October atmosphere/ocean state is linked with reduced winter ice growth. Now the October ice state
correlations make no physical sense. One interpretation is that the October ice state is related to the October
atmospheric forcing, which drives the winter ice growth variability. Another is that the ocean is becoming
more significant, and the October ice state is becoming more related to the amount of heat stored in the
ocean at the end of the extended melt season that needs to be fluxed away before the winter refreeze can
begin—that is, a delayed ice freezeup. In a more open ocean, the near-surface atmosphere and sea surface
temperatures are expected to be tightly coupled. In both cases, it appears the negative feedback associated
with sea ice thickness reduces in its significance compared to these other processes in future decades. We
also carried out an analysis of winter ice growth only for grid cells with an October ice concentration above
15%, which showed increases in winter ice growth through to the end of the century (Figure S4). This sug-
gests that the warming ocean and delayed freezeup is likely to be dominating this response at the end of
the century, although the changing location of the ice edge in this approach makes such
interpretations challenging.

This transition can be further demonstrated by plotting the correlation coefficient as a function of the mean
start-of-winter concentration and thickness across the ensemble members, instead of time (Figure S5), sug-
gesting that this transition happens when the mean October ice thickness reduces to less than 0.5 m and/or
the ice concentration reduces to less than 50%, that is, a virtually ice-free October state. The
thickness/concentration thresholds seem broadly region independent.

In general these results suggest that as regions of the Arctic become ice free at the end of summer, we expect
that the October ice state will become a less useful predictor of the winter ice growth. Note that Stroeve et al.
(2018) found a correlation coefficient of R = �0.82 between their simulated November ice thickness and the
November to April ice growth, but a weakening of this negative correlation in recent years, coincident with
the exceptionally warm recent Arctic winters. Their results align with our suggestion that the Arctic may be
already transitioning to a state where the amount of ice growth is driven more by the strength of the atmo-
spheric or ocean forcing over variability in the initial ice thickness.

Figure 5. As in Figure 4 but for the correlations between the October ice/atmosphere conditions and the April ice thick-
ness. All correlations are significant at the 90% confidence level.
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It is important to stress that in the above analysis we are discussing winter ice growth, not the end of winter
thickness. Figure 5 shows the correlations between the October ice/atmosphere CESM-LE variables and the
April ice thickness in our three study regions.

The correlations between the October ice state (especially thickness) and April ice thickness are even stronger
in the current time period than those for the winter ice growth shown in Figure 4, with the AO and WA
regions showing R> 0.9. In Figure 5 we also see that despite the existence andweakening negative feedback,
the ability to predict the April ice thickness using October ice state information generally weakens, but the
correlations remain positive, as we transition to a warmer Arctic with a diminished ice cover. Indeed the
October atmosphere/ocean state information eventually becomes a better (higher R value) predictor of
April ice thickness than the initial ice state.

5. Conclusions

In this study we explored winter Arctic sea ice thickness and growth variability using data from a fully coupled
climate model, an ice-ocean reanalysis and satellite altimetry observations. The combination of models and
observations allows us to better assess current winter thickness and growth variability and provide needed
context for simulated projections over the coming decades. While the period of satellite altimetry derived
sea ice thickness data is short, more reliable thickness products are needed to better constrain current model
estimates. The CESM-LE projects an increase in winter Arctic sea ice growth over the coming decades, likely
due to the negative feedback associated with thinner/less insulated sea ice. PIOMAS and CESM-LE suggest
that this increase is already underway in the Eastern Arctic, with the Western Arctic expected to increase
its ice growth over the coming decades as the mean winter ice state continues to decline. By the middle
of the century, increases in atmospheric forcing and/or a warming of the ocean are expected to dominate
over this negative feedback and promote declines in Arctic sea ice growth. Our results suggest that this nega-
tive feedback process becomes less significant as the mean October ice state declines to near ice-free condi-
tions (~0.5-m thickness and/or 50% concentration), broadly independent of the region analyzed. Thus, the
negative feedback mechanism increasing ice growth appears unlikely to be sufficient in preventing an ice-
free Arctic this century. Despite this, some predictive skill should still remain in using October (start of winter)
thickness estimates to predict ice conditions at the end of winter.
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